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[bookmark: _Toc215982421]Executive Summary
[bookmark: h.a8557677ae96]
Analytics seeks to expose meaningful patterns in data. In this paper, we are concerned with analytics as applied to the process and outputs of research. The general aim is to help optimise research processes and deliver improved research results.

Analytics is the use of mathematical and algorithmic methods to describe part of the real world, reducing real-world complexity to a more easily understandable form. The users of analytics seek to use the outputs of analytics to better understand that part of the world; often to inform planning and decision-making processes. Applied to research, the aim of analytics is to aid in understanding research in order to better undertake processes of planning, development, support, enactment, assessment and management of research.
Analytics has had a relatively a long history in relation to research: the landmark development of citation-based analytics was approximately fifty years ago. Since then the field has developed considerably, both as a result of the development of new forms of analytics, and, recently, in response to new opportunities for analytics offered by the Web. 
Exciting new forms of analytics are in development. These include methods to visualise research for comparison and planning purposes, new methods – altmetrics – that exploit information about the dissemination of research that may be extracted from the Web, and social network and semantic analysis. These methods offer to markedly broaden the application areas of analytics. 
The view here is that the use of analytics to understand research is a given part of contemporaneous research, at researcher, research group, institution, national and international levels. Given the fundamental importance of assessment of research and the role that analytics may play, it is of paramount importance for the future of research to construct institutional and national assessment frameworks that use analytics appropriately. 
Evidence-based impact agendas are increasingly permeating research, and adding extra impetus to the development and adoption of analytics. Analytics that are used for the assessment of impact are of concern to individual researchers, research groups, universities (and other institutions), cross-institutional groups, funding bodies and governments. UK universities are likely to increase their adoption of Current Research Information Systems (CRIS) that track and summarise data describing research within a university. At the same time, there is also discussion of increased ‘professionalisation’ of research management at an institutional level, which in part refers to increasing standardisation of the profession and its practices across institutions. 
The impetus to assess research is, for these and other social, economic and organisational reasons, inevitable. In such a situation, reduction of research to ‘easily understandable’ numbers is attractive, and there is a consequent danger of over-reliance on analytic results without seeing the larger picture. 
With an increased impetus to assess research, it seems likely that individual researchers, research groups, departments and universities will start to adopt practices of research reputation management.
However, the use of analytics to understand research is an area fraught with difficulties that include questions about the adequacy of proxies, validity of statistical methods, understanding of indicators and metrics obtained by analytics, and the practical use of those indicators and metrics in helping to develop, support, assess and manage research. 
To use analytics effectively, one must at least understand some of these aspects of analytics, and certainly understand the limitations of different analytic approaches. Researchers, research managers and senior staff might benefit from analytics awareness and training events.
Various opportunities and attendant risks are discussed in section 5. The busy reader might care to read that section before (or instead of) any others.





[bookmark: _Toc205187946][bookmark: _Toc214869295][bookmark: _Toc215982422] Introduction
CETIS commissioned this paper to investigate and report on analytics within research and research management. The aim is to provide insight and knowledge for a general audience, including those in UK Higher Education
[bookmark: _Toc214869296][bookmark: _Toc215982423]The paper is structured as follows. A general introduction to analytics is provided in this section. Section 3 describes four examples to impart a flavour of the uses of analytics. Section 4 contains a discussion of a four major ways of performing analytics. Section 5 contains concluding observations with an opportunity and risk analysis.
Analytics in the research domain
Analytics allows industry and academia to seek meaningful patterns in data, in ways that are pervasive, ubiquitous, automated and cost effective, and in forms that are easily digestible. 
Organizations such as Amazon, Harrah’s, Capital One, and the Boston Red Sox have dominated their fields by deploying industrial-strength analytics across a wide variety of activities. [Davenport 2006]
A wide variety of analytic methods are already in use in research. These include bibliometrics (concerned with the analysis of citations), scientometrics (“concerned with the quantitative features and characteristics of science and scientific research” [Scientometrics 2012]), social network analysis (concerned with who works with whom), and research, to some extent, semantic approaches (concerned with domain knowledge).
Analytics is certainly important for UK research, and a national success story:
The strength of UK universities and the wider knowledge base is a national asset. Our knowledge base is the most productive in the G8, with a depth and breadth of expertise across over 400 areas of distinctive research strength. The UK produces 14% of the most highly cited papers and our Higher Education Institutions generate over £3 billion in external income each year. [BIS 2011]
Notably, there is a place for analytics in UK research to help maintain and increase this success, for example through the identification of collaboration opportunities:
The UK is among the world’s top research nations, but its research base can only thrive if it engages with the best minds, organisations and facilities wherever they are placed in the world. A thriving research base is essential to maintain competitiveness and to bring benefit to the society and economy of the UK. [RCUK 2012a]
Looking forward, the pace of contemporary cultural, technological and environmental change seems certain to depend on research capacity and infrastructure. Consequently it is essential to seek greater effectiveness in the research sector. Recognising and exploiting the wealth of tacit knowledge and data in the sector through the use of analytics is one major hope for the future. 
[bookmark: id.da8dbdafe750]However, there are risks, and due care must be exercised: evidence from the research about analytics in other contexts combined with the research into academic research suggests that analytics-driven change offers significant opportunities but also substantial risks. 
Research is a complex human activity, and analytics data – though often interesting – are hard to interpret and contextualise for maximal effect. There appear to be risks for the long-term future if current qualitative management practices are replaced by purely quantitative target-based management techniques. 
[bookmark: _Toc215982424]The growth in research and the need for analytics
Research is growing rapidly, and with it, the need for analytics to help make sense of ever increasing volumes of data. 
Using data from Elsevier’s Scopus, The Royal Society [2011a] estimated that in 1999–2003 there were 5,493,483 publications globally and in 2004–2008 there were 7,330,334. Citations are increasing at a faster rate than publications; between 1999 and 2008 citations grew by 55%, and publications by 33%. 
International research collaboration has increased significantly. For example Adams et al [2007] report on increases in collaboration across main disciplines in Australia, Canada, China, France, Germany, Japan, the UK and the USA. Between 1996-2000 and 2001-2005 increases by country varied from 30% for France to over 100% for China. 
The World Intellectual Property Organisation [WIPO 2012] records that numbers of patents are increasing, in part because of the global growth in intellectual property, and in part because of strategic patenting activities; see figure 1. 

[image: ]
Figure 1: Growth in patent filings, on the left to initially protect intellectual property, and on the right, as part of strategic approaches to protection.
Meanwhile the impact agenda is becomingly increasingly important at levels varying from the impact of individual papers and individual researchers, though institutional impact, to impact at a national or international level. Responses include use of existing indicators and a search for new indicators: for example, the Global Innovation Index [GII 2012] and, in Europe, the development of a new innovation indicator by the Innovation Union Information and Intelligence System [IUIIS 2012].
The impact of the Web on research has been immense, enabling raw data, computational systems, research outputs and data about research to be globally distributed and readily available; albeit sometimes at financial cost. By making communication, data, data handling and analytic facilities readily available, the Web has been an enabler for the enactment of science. With this has come a vast increase in the availability of information about research. In turn, information about research and its enactment leads to further advances as it is analysed and exploited in diverse ways. 
Yet despite the growing need for analytics to help make sense of research, we are still coming to terms with the validity (or not) of certain kinds of analytics and their use. Existing research provides a pool of potentially useful analytic techniques and metrics, each with different strengths and weaknesses. Applicability and interpretation of metrics may vary between fields even within the same organisational unit, and generalisation of results may not be possible across fields. It is widely acknowledged that different metrics have different advantages and disadvantages, and a former ‘gold standard’ of analytically derived impact, the Journal Impact Factor, is now debunked, at least for individual researcher evaluation.  Further, the literature contains statistical critiques of some established metrics, and some newer metrics are still of unknown worth.
[bookmark: _Toc214869297][bookmark: _Toc215982425][bookmark: _Toc205187947]Inevitably, with future increases in the volume of research, analytics will play an increasing role in making sense of the research landscape and its finer-grained research activities. With new analytic techniques the areas of applicability of analytics will increase. However, there is a need to take great care in using analytics, not only to ensure that appropriate metrics are used, but also to ensure that metrics are used in sensible ways: for example, as only one part of an assessment for career progression, or as a carefully triangulated approach in developing national research programmes.
Quantitative study and the components of analytic solutions
Domains of interest that use analytics for quantitative study may be described thus:
Informetrics –  the quantitative study of all information. Informetrics includes
Scientometrics – the quantitative study of science and technology,
Bibliometrics – the quantitative study of scholarly information, 
Cybermetrics – the quantitative study of electronic information, including
Webometrics – the quantitative study of the Web.
Mathematical sociology – the use of mathematics to model social phenomena.
Social Network Analysis (SNA) – the analysis of connections or social ties between researchers. Often seen as part of webometrics and mathematical sociology.
Altmetrics – a ‘movement’ concerned with “the creation and study of new metrics based on the Social Web for analyzing and informing scholarship” [Laloup 2011].
In fact, while this description is reasonable for the purposes of this paper, it is only a partial description of a complex field that has many interpretations: different disciplines and different funders tend to use different names for the same thing, and different researchers may structure the 
‘sub-disciplines’ of informetrics differently. For example SNA may be considered part of mathematical sociology while elsewhere it may be viewed as part of cybermetrics or webometrics. Generalising further, there are four major components to an analytic solution. These are shown in figure 2. 
Examining the layers in figure 2, we see:
Applications of analytics in the real world. As examples, assessment of the impact of a funding programme, use of an evidence base to set science policy, discovery of potential collaborators.
Visualisation of the results of analysis, allowing users of analytic results to perceive and understand analytic results in order to act on them.
Methods, the algorithmic means of analysis of raw data and the approaches, science, statistics and mathematics behind those algorithms. In this paper there is a gross classification of methods into four sometimes overlapping sub-categories:
Metrics, which are computational methods of diverse kinds, for example, acting over bibliometric data.
Methods based on the analysis of statistics about the use of resources – this is a sufficiently homogeneous and distinct set of methods so as to be described separately from metrics.
Social Network Analysis, the analysis of links between people, in this case, researchers.
Semantic methods, a growing set of methods that concentrate, inter alia, on the assignment of meaning to data.
Data: The raw materials for analytics, for example, data about publications, data about funders, grants and grant holders, data that is the output of research activities, and so on. 
Technological infrastructure: The computational infrastructure needed to realise an analytic approach. 

[image: ]

Figure 2: Analytics solutions
The focus of this paper is largely on applications and methods, though, in passing, attention is paid to visualisation and data. 
This paper does not consider the form of technological solutions, except to say here that the bottom four layers (or ‘the technology stack’) shown in figure 2 may have considerable variation, and may be implemented on desktop machines and/or servers, and have user interfaces provided by desktop applications, Web browsers and/or mobile apps.
[bookmark: _Toc205187948][bookmark: _Toc214869298][bookmark: _Toc215982426] Problems in the use of analytics
It is well to note impediments to use of analytics: difficulty in interpretation, inability to generalise results across fields and privacy issues. In dealing analytics is it wise to consider the kinds of impact of research, since impact has many meanings that in turn affect the use of analytics.
While researchers have been interested in the process of research, and have used quantitative techniques to gather evidence about research for many years, interpretation remains challenging even for those with an academic interest in analytics. The literature is rich, complex and highly technical. 
Lay users of analytics include (i) researchers in fields other than analytics research and (ii) research managers, including university senior staff with a responsibility for research. With lack of technical knowledge of analytics by lay users several important kinds of questions emerge:
Are the lay users using suitable metrics for their task in hand?
Are lay users interpreting suitable metrics appropriately?
Are suitable metrics being used appropriately within the institution?
Are metrics that are being used for assessment part of a broader approach that incorporates other 
non-metric-based indicators?
Lay users may therefore need tools that hide the ‘nuts and bolts’ of an analytic approach and ease interpretation given that the tools are optimal for the task in hand. Research maps (section 2.1) are interesting in this respect given their robustness in respect of the source of data used to construct the maps and statistical methods used in construction of the maps. Current Research Information Systems (section 2.6) may need to be approached with an initial exploration of the metrics they provide from the points of view of suitability for task, interpretation and effects on the institution.
Extrapolating from and generalising results in one area may be difficult. De Bellis [2009] notes: 
it would be fundamentally wrong to draw general conclusions from experiments performed in such a wide variety of disciplinary and institutional settings; empirical evidence, once and for all, is not additive.                                
That is not to say that generalising is impossible in all cases. Rather, generalising should be approached with caution. Even the use of metrics for comparison may be difficult. For example, relatively well-accepted and popular (albeit sometimes contentious) bibliographic metrics such as Hirsch’s h-index [Hirsch 2005] are sensitive to different citation rates for individual papers in different disciplines. Scaling has been proposed as a solution [Iglesias and Pecharromán 2007].
Use of technology for analytics may lead to privacy issues. Other papers in the CETIS Analytics Series address these issues and these are not considered further here.
Inevitably, a discussion of analytics leads to a discussion of quality and impact. 
In the interests of brevity, questions of what constitutes research quality are totally omitted from this paper. However, since analytics is so often directed at questions of impact, impact is considered in this report. Analytically derived metrics are often considered to be able to measure impact, but as we will see in section 4.1, available measures have some flaws in this respect, and are only recommended as part of a broader approach.
The UK’s Research Excellence Framework (REF) defines impact (for the purposes of the REF) as
an effect on, change or benefit to the economy, society, culture, public policy or services, health, the environment or quality of life ….
Impact includes, but is not limited to, an effect on, change or benefit to:
the activity, attitude, awareness, behaviour, capacity, opportunity, performance, policy, practice, process or understanding
of an audience, beneficiary, community, constituency, organisation or individuals
in any geographic location whether locally, regionally, nationally or internationally.
Impact includes the reduction or prevention of harm, risk, cost or other negative effects.
[REF 2011, Annex C, paragraphs 4-6]
Definitions of some kinds of impact are offered by Research Councils UK:
Academic impact: The demonstrable contribution that excellent research makes to academic advances, across and within disciplines, including significant advances in understanding, methods, theory and application. …
Economic and societal impacts: The demonstrable contribution that excellent research makes to society and the economy. Economic and societal impacts embrace all the extremely diverse ways in which research-related knowledge and skills benefit individuals, organisations and nations by:
fostering global economic performance, and specifically the economic competitiveness of the United Kingdom,
increasing the effectiveness of public services and policy,
enhancing quality of life, health and creative output.
[RCUK 2012b]
More generally “a research impact is a recorded or otherwise auditable occasion of influence from academic research on another actor or organization” [LSE 2011]. 
Besides the REF’s characterisation of impact in “economy, society, culture, public policy or services, health, the environment or quality of life”, and RCUK’s definition of academic, economic and social impact, impact may have other meanings, including scholarly impact, educational impact and epistemological impact. Given this range it is always important to be specific about the kind of impact being discussed or ‘measured’.
With increased use of new channels for dissemination of research and scientific information, there may be attendant difficulties in measurement and interpretation of impact that leverage available statistics.  For example, issues around the measurement of impact of a YouTube chemistry channel, The Periodic Table of Videos, are discussed in [Haran and Poliakoff 2011].
Impact assessment may be applied to different actors: individual researchers, research groups, departments, universities and other research-active organisations. Impact assessment may also be applied to other entities, for example, individual journal papers, and journals themselves.
Difficulties may arise in what is chosen to indicate particular types of impact. For example, some proxies for different kinds of impact are article level citation counts, co-citations, patents granted, research grants obtained, and download counts. These may or may not be useful in helping to indicate a particular kind of impact.
The methods used to derive metrics of impact are themselves subject to considerable discussion that is often of a detailed statistical nature. As just one example, Leydesdorff and Opthof [2010] critique Scopus’s original version of the Source Normal Impact per Paper  (SNIP) metric.[footnoteRef:2] [2:  A second version of SNIP, SNIP 2, is now available via Scopus [Scopus 2012].] 

The choice of proxies is as important as the analytic methods in use to produce indicators. These, their appropriateness, their use, and the institutional or national impact of their application need to be carefully considered by experts and their advantages and disadvantages need to be understood by lay users of analytics.

[bookmark: _Toc205187949]

[bookmark: _Toc215982427][bookmark: _Toc214869299]Examples

By way of providing an introduction to and flavour of analytics as applied in research and research management, various examples are provided as illustration. Here we describe six diverse examples: 
The use of overlay science maps to enable comparisons of research activities.
Assessment of the impact of research on a national scale. 
Identification of collaboration opportunities.
Research planning and management facilities.
Ways in which researchers may improve their own impact.
[bookmark: _Toc215982428]Science maps
Maps are appealing visualisation aids: they provide a visual representation that draws on spatiality and meshes well with our abilities to interpret spatial data. 

[image: ::Documents:_JISC:_CETIS:cetis research:images:csi and lse maps.jpg]
Figure 3: Left: Map of science, labelled with major disciplines, dots represent sub-disciplines.
Right: Overlaid with research at LSE, where dots represent areas of research activity as revealed by publication activity. Size of dots is representative of numbers of publications in that discipline.
Maps are screenshots from the interactive mapping facilities at http://idr.gatech.edu/maps
Science maps were developed in the 70s. However, maps covering all of science are a more recent development. A global science map provides a spatial representation of research across science; areas on the map represent disciplines. Overlay research maps [Rafols et al 2010] incorporate a mapping of data about research activities onto a science map; see figures 3-5. One advantage to the overlay approach here is that the underlying analysis is hidden from the casual user, and allows for easy interpretation by non-specialists. 

[image: ] [image: ]
Figure 4: Comparison of research activities.
Left: Research at the LSE (without labels for comparative purposes). 
Right: Research at the University of Edinburgh.
Maps are screenshots from the interactive mapping facilities at http://idr.gatech.edu/maps 

[image: ::::Desktop:Screen shot 2012-11-10 at 18.12.39.png]
Figure 5: Comparison of 2006-2009 journal publication portfolios
Left: The London Business School
Right:  The Science and Technology Policy Research Unit SPRU at the University of Sussex
[Leydesdorff and Rafols 2011].
Research maps may be constructed from different sources, most often (as here) from bibliographic databases (PubMed, Web of Science, Scopus), or from other sources, for example, hybrid text/citation clustering or click-streams generated by users of journal websites. Maps tend to consistency in structure. Advantageously, this consistency and a standardised map layout allow for the presentation of easily comparable data for non-specialist research managers and policy makers. 
Rafols et al [2010] describe uses in comparing the publishing profiles of research organisations, disciplinary differences between nations, publication outcomes between funding agencies, and degrees of interdisciplinarity at the laboratory level. Further successes include mapping the diffusion of topics across disciplines and the exploration of emerging technologies: for example maps depicting the development of nanotechnologies[footnoteRef:3], see also Leydesdorff’s interactive version[footnoteRef:4].  [3:  http://tinyurl.com/nanomaps]  [4:  http://tinyurl.com/nanointeract] 

In fact, Rafols et al [2010] claim that research maps provide a richer basis for analytics than other unidimensional bibliometric techniques such as rankings:
In our opinion, scientometric tools remain error-prone representations and fair use can only be defined reflexively. Maps, however, allow for more interpretative flexibility than rankings. By specifying the basis, limits, opportunities and pitfalls of the global and overlay maps of science we try to avoid the widespread problems that have beset the policy and management (mis-)use of bibliometric indicators such as the impact factor.
They conclude:
In our opinion, overlay maps provide significant advantages in the readability and contextualisation of disciplinary data and in the interpretation of cognitive diversity. As it is the case with maps in general, overlays are more helpful than indicators to accommodate reflexive scrutiny and plural perspectives. Given the potential benefits of using overlay maps for research policy, we provide the reader with an interactive webpage to explore overlays (http://idr.gatech.edu/maps) and a freeware-based toolkit (available at http://www.leydesdorff.net/overlaytoolkit).
To summarise, key insights are that academic advances are making available new quantitative techniques whose results are more accessible to a wider audience with fewer risks than previously.
[bookmark: id.3f5bf5e082e9][bookmark: _Toc205187952][bookmark: _Toc214869301][bookmark: _Toc215982429]Assessment of impact at national level
Assessment of economic impact at a national level is being considered by Science and Technology for America’s Reinvestment: Measuring the Effect of Research on Innovation, Competitiveness and Science (STAR METRICS) programme [OSTP 2012a].
STAR METRICS was established in 2010 to provide evidence about the effects of the 2009 American Recovery and Reinvestment Act as an economic stimulus:
It is essential to document with solid evidence the returns our Nation is obtaining from its investment in research and development. STAR METRICS is an important element of doing just that.
John P. Holdren, Assistant to the President for Science and Technology and Director of the White House Office of Science and Technology Policy, June 1, 2010 
[NIH 2010]
This vision has expanded, the programme is now viewed as key in contributing a better empirical basis for US science policy decisions. The ‘theoretical’ underpinnings of the service include the idea that there can and should be a Science of Science Policy [OSTP 2012b] and that a data infrastructure should be built to enable that to be pursued [Largent and Lane 2012]. As such, STAR METRICS aims to “monitor the impact of US government science investments on employment, knowledge generation, and health outcomes” [NIH 2010].
The programme has two stages of engagement with universities and other institutions that perform research:
Phase 1: Measuring jobs saved or created by Federal investment in the US economy. This is analytically trivial, but more challenging computationally, since the intent is to relieve institutions of manual reporting, by interfacing directly to financial systems to obtain automated returns of staff names against research budget codes.
Phase 2: Expanding tracking to all research awards, measuring the impact in terms of publications, patents, and spinoff companies, with the intent of increasing “the evidence base … on the cumulative impact of science investments on the nation's R&D work force and the role of science in [global] competitiveness.” [Holdren 2009]
In Phase 2 four metrics are of particular interest:
Economic growth, measured through indicators such as patents and business start-ups. 
Workforce outcomes, measured by student mobility into the workforce and other employment data. 
Scientific knowledge, measured through publications and citations. 
Social outcomes, measured by long-term health and environmental impacts.
What is exciting about STAR MERICS is not the level or sophistication of the analytics being employed, but rather that STAR METRICS is providing a national platform for the collection of evidence for research analytics to inform national fiscal policy and the development of Science of Science Policy.
In considering platforms of this kind, a careful approach should be adopted in at least three respects: use of appropriate analytics that reliably inform lay users; adoption and promulgation of a strong awareness of the limitations in approach and analytics chosen, for example, that analytics may under-represent the future impact and benefit of blue skies research that proves successful in the long-term.
[bookmark: _Toc205187951]A key insight is that creating a similar platform for UK research at a national level, populated with openly available data, may bring broad benefits including improved research efficiency, an evidence base to inform investment into research and, possibly, a richer public understanding of research and the role it plays in economic and societal development.
[bookmark: _Toc203393449][bookmark: _Toc213993216][bookmark: _Toc205187969][bookmark: _Toc214869303][bookmark: _Toc215982430][bookmark: _Toc205187953][bookmark: id.4b1572aa3735]Identifying collaboration opportunities
With some discipline-specific exceptions, collaborative research is increasingly important in a world of multidisciplinary research where many scientists work on problems that cross discipline boundaries. 
Science in general, and biomedical research in particular, is becoming more collaborative. As a result, collaboration with the right individuals, teams and institutions is increasingly crucial for scientific progress. [Schleyer et al 2012]
An interesting animation[footnoteRef:5] of the growth in international research is provided by the Royal Society [2011b]. As an aside, there are some problems with the data pointed out on the referenced page, providing an example of the value of informed and contextualised interpretation of the output of analytics. [5:  http://tiny.url /collabgrowth] 

Katz and Martin [1997] provide a survey of research collaboration, pointing to different kinds of collaboration: between individuals, institutions and countries. Adams et al [2007] provides some of the drivers for research collaboration:
International research collaboration is a rapidly growing component of core research activity for all countries.  It is driven by a consonance between top-down and bottom-up objectives.  Collaboration is encouraged at a policy level because it provides access to a wider range of facilities and resources.  It enables researchers to participate in networks of cutting-edge and innovative activity.  For researchers, collaboration provides opportunities to move further and faster by working with other leading people in their field.  It is therefore unsurprising that collaborative research is also identified as contributing to some of the highest impact activity.
In 2011 the Royal Society reports a contemporary researcher-driven impetus to collaborate:
Collaboration is increasing for a variety of reasons. Enabling factors such as advances in communication technology and cheaper travel have played a part, but the primary driver of most collaboration is individual scientists. In seeking to work with the best of their peers and to gain access to complementary resources, equipment and knowledge, researchers fundamentally enhance the quality and improve the efficiency of their work. 
[Royal Society 2011a].
Katz and Martin [1997] discuss difficulties in measuring collaboration, particularly through the most common mechanism, co-authorship of scientific papers. Here they point to the many different reasons as to why co-authors appear as authors of papers, for example because of significant and meaningful collaborative effort, because of minor contribution, because they may have secured funding, but not have performed research, or for various “social” reasons. 
Nonetheless, failing other more accurate metrics, co-authored paper counts are widely used as an indicator of collaborative research activity.
[bookmark: h.83a318c15f62]With an increase in collaboration, there comes an attendant need for assistance in finding collaborators. It may be that researcher match-making proves to be its greatest worth for multi-disciplinary research. In that setting researchers seeking collaborators in a related but unknown field will most appreciate help in finding potential collaborators and well-connected ‘hub’ individuals.
One approach to finding collaborators is by means of Research Networking Systems, which 
…are systems which support individual researchers’ efforts to form and maintain optimal collaborative relationships for conducting productive research within a specific context. [Schleyer et al 2012]
As a simple solution, database technologies may be used to build Research Network Systems to supply data on researcher interests. However one UK university known to the author is having difficulties with a simple database approach, mostly because of mismatches between descriptors of similar or overlapping research interests.
Because of the standardised nature of Medical Subject Headings (MeSH), these mismatches were eliminated in the Faculty Research Interests Project (FRIP) at the University of Pittsburgh, and its more recent development into Digital Vita [Schleyer et al 2012]  [Schleyer private communication 2012]. Entries for 1,800+ researchers in the university’s Health Sciences Center are described using MeSH, researchers’ MeSH descriptors having been automatically extracted from researcher publications whose details are available in PubMed. PubMed contains “more than 22 million citations for biomedical literature from MEDLINE, life science journals, and online books” [PubMed 2012].
[bookmark: id.417bf26549e1]There are many other approaches to analytics for the identification of collaboration opportunities. For example, Stephens [2007] discusses using commercial products utilising semantic technologies and graph matching to perform network analysis to identify well-connected ‘hub’ individuals. This could be used in research to identify who to approach in the process of finding research collaborators. As an example from within UK HE, Liu et al [2005] describe the use of semantic technology to integrate expertise indications from multiple institutional sources to find collaborators and expertise within the University of Leeds.
A future where researchers and their support staff are assisted by smart software agents capable of highlighting a short list of good matches discovered from a massive quantity of prospects sounds attractive.
[bookmark: _Toc205187967][bookmark: _Toc213993218][bookmark: _Toc214869304][bookmark: _Toc215982431]Research planning and management 
Research planning can be carried out at many levels, from individual projects to national and international scales.
In the process of research planning, the end game must be to pick successful areas for research. Unfortunately, ultimate success cannot, in general, be predicted, and analytics may be of little leverage in such endeavours. For example Rafols et al [2010] state that
[bookmark: id.c5cf3a7610dc]bibliometrics cannot provide definite, ‘closed’ answers to science policy questions (such as ‘picking the winners’) 
[bookmark: h.11bd24f0d3f5][bookmark: h.7fbb8303a8cd][bookmark: h.514cf09cdf7c]However at a less ambitious level than picking winners, analytics may be able to help in aspects of research planning, management and administration. 
Discussion now turns to the use of analytics in helping manage current research within an institution. Bittner and Müller [2011] provide references to approaches in various European countries. This paper focuses on institutional Current Research Information Systems (CRIS), described by Russell [2012] as
a system which supports the collection and management of a range of research information derived from various sources, together with reporting and analysis functions
Bittner and Müller [2011] provide summary information about CRIS stakeholders and users:
Research information systems, also referred to as Current Research Information Systems (CRIS) ... are software tools used by the various actors in the research process. Their uses are manifold, ranging from the documentation of research projects and their results over easing the management of research to simplifying research assessment. In doing so, various parties are involved in the application of research information systems, including funding agencies, assessment bodies, policy makers, research institutions, and researchers themselves.
In the UK there is particular emphasis on CRIS to support the Common European Research Information Format (CERIF) standard data model developed by the European Organisation For International Research Information. 
Russell [2012, and private communication 2012] reports a trend towards adoption of CERIF-based CRIS amongst UK institutions, and that adoption is actively encouraged by JISC. CERIF was not used before 2009, uptake started to increase in 2010 and expanded rapidly in 2011. Incremental improvements continue to be made to the standard, for example [MICE 2011]. As of March 2011, 51 institutions in the UK (30.7% of UK HEIs) had adopted a CERIF-based CRIS system, no doubt reflecting the view that CRIS
is becoming a crucial tool for providing management and strategic data and reporting. [Russell 2012]
The trends reported by Russell [2012] suggest that the UK CRIS ecosystem will be dominated by a small number of commercial vendors; possibly even a single vendor. This may or may not be a negative influence, depending on the extent that a single dominant CRIS determines a particular kind of interpretation of the data captured by the system. 
[bookmark: id.da355805a38e][bookmark: h.90989c4cc1ba]It may therefore be valuable to contrast the properties of closed ecosystems with more open approaches, where the research and management community can build their own analytics systems to exploit and interpret data as they desire, rather than potentially being given ‘a view’ by a closed proprietary system.
[bookmark: _Toc215982432]Research reputation management
The final example is rather different to the above, concentrating not on analytics per se, but rather on an approach to maximising (measures of) individual researcher impact. This is research reputation management.
We concentrate on the LSE’s Impact of Social Sciences Blog [LSE 2011] and the LSE’s Public Policy Group’s handbook Maximising the Impacts of your Social Research: A Handbook for Social Scientists [LSE PPG 2011a]. 
As the blog post accompanying the handbook points out, there has previously been little in the way of advice to academics to maximise their impact:
For the past year a team of academics based at the London School of Economics, the University of Leeds and Imperial College have been working on a ‘Research Impacts’ project aimed at developing precise methods for measuring and evaluating the impact of research in the public sphere. We believe our data will be of interest to all UK universities to better capture and track the impacts of their social science research and applications work.
Part of our task is to develop guidance for colleagues interested in this field. In the past, there has been no one source of systematic advice on how to maximize the academic impacts of your research in terms of citations and other measures of influence. And almost no sources at all have helped researchers to achieve greater visibility and impacts with audiences outside the university. Instead researchers have had to rely on informal knowledge and picking up random hints and tips here and there from colleagues, and from their own personal experience. [LSE PPG, 2011b]
The handbook discusses citations, becoming better cited, external research impact, and achieving greater impact. It forms an invaluable resource, particularly when coupled with free to use tools like Google Scholar and Harzing’s Publish or Perish.
Two conclusions spring out from the blog. Firstly, that measurement and assessment of impact should be performed in a domain-specific context; for example, there are much higher citation counts prevalent as the norm in science subjects compared to humanities subjects. Secondly, that scholarly impact as measured by citation counts is only one form of impact and that there may be many more forms of impact to measure. 
Thus, in a guest post on the blog, Puustinen and Edwards [2012] provide an example of academics measuring their own impact in a variety of different ways:
Who gives a tweet? After 24 hours and 860 downloads, we think quite a few actually do
Puustinen and Edwards go on to explain aspects of their approach to impact:
With the impact agenda in everyone’s mind but with no consensus on how best to demonstrate the impact of research, at NCRM [the National Centre for Research Methods at the University of Southampton] we have set Key Performance Indicators for the website, in addition to monitoring the performance of some of the print materials via print-specific website addresses and QR codes. By making sure that not only do we publicise NCRM research, but also are able to track the effectiveness of those publicity activities, we trust that we will be in a good position to demonstrate the short and long-term impacts of our research.
One key insight here is that researchers (and particularly beginning researchers) may be under-informed as to how to maximise the impact of their work and manage their research reputation.
A second key insight is that indicators of impact may be multifarious and changing as new Web technologies arise; see altmetrics in section 4.1 for newer web-enabled metrics. 
The final insights are that researchers need tools to measure impact, and that researchers’ interests may be best served if the researchers collect all potential indicators.




[bookmark: _Toc214869305][bookmark: _Toc215982433]Methods

We define methods as groups of similar kinds of computational techniques, and we divide them into four broad classes of techniques: 
Metrics, where we confine ourselves to techniques that are specifically concerned with the impact of journals, articles and authors.
Analysis of use data, where traces of the use of resources by end users are subsequently used to enhance discovery, recommendation and resource management.
Social Network Analysis, concerned with links between people and/or institutions and the uses to which this data may be put.
Semantic methods, concerned with the assignment of and inference of meaning.
Three notes are in order: 
In places, there is overlap between these methods. 
Further, there is no claim to completeness here; the field is vast. 
As indicated in section 2.3, methods do not stand alone from technology, data and visualisation; all the methods discussed need these complementary components to be usable.
[bookmark: h.7a6882674d49][bookmark: h.fc39d80be209][bookmark: _Toc205187954][bookmark: _Toc214869306][bookmark: _Toc215982434][bookmark: _Toc214869307]Metrics
We examine metrics that aim to measure impact:
Bibliometrics and citation analysis, to assess the impact of journals, articles and authors.
Webometrics, which uses statistics derived from the web and web-based hyperlinks to provide reputation analyses of web sites and institutions which have a presence on the web.
Altmetrics, which uses, largely, Web-based social media to assess the impact of published works in a more immediate way than bibliometrics and citation analysis.
Where scholarly impact is concerned, three kinds of impact are of interest:
Journal level impact is used as a proxy for a journal’s importance, influence and impact in its field relative to other journals in the field. 
Article level impact provides scholarly impact for individual articles, regardless of where they may be published.  Article level impact is sometimes referred to as Article Level Metrics.
Individual researcher impact is often interpreted as scholarly impact. Individual researcher impact may be based on raw citation counts, or may use metrics such as the h-index [Hirsch, 2005] or the g-index [Egghe 2006a]. 
Bibliometrics and citation analysis
Bibliometric analysis based on citation data is of central interest in understanding research. De Bellis [2009] points to the importance of citations in analysing research activity:
bibliographic citations are quite unique … , because the connections they establish between documents are the operation of the scientists themselves in the process of exposing (and propagandizing) their findings to the community of their peers.
Often, bibliographic citation analysis is concerned with the assessment of scholarly impact, but there are other uses, as indicated by Kuhn, in his Structure of Scientific Revolutions [1962], namely, citations as a potential indicator of revolution in scientific paradigms: 
...if I am right that each scientific revolution alters the historical perspective of the community that experiences it, then that  change  of  perspective should  affect the structure of  post-revolutionary textbooks and research publications. One such effect – a shift in the distribution of the technical literature cited in the footnotes to research reports – ought to be studied as a possible index to the occurrence of revolutions. [Kuhn 1962]
While the author is not aware of specific predictive use, citation based analysis has been used for post hoc analysis. For example, Garfield et al [1964] graphed the network of paper and citation linkages that lead to the discovery of the structure of DNA (see also later graphing using HistCite [Scimaps 2012a] [TR 2012c]) and mapping the development of nanotechnologies[footnoteRef:6] [Leydesdorff and Schank 2008] [Scimaps 2012b]. [6:  See also the animation at http://tiyurl.com/nanoani] 


However, in this section we are more interested in more traditional use of citations in bibliometrics to assess scholarly impact.  Pioneered by Garfield in 1955 [Garfield 1955], subsequent advances included , through bibliographic coupling [Kessler 1963], document co-citation [Small 1973], and author co-citation analysis [White and Griffith 1981]. 

As indicated above, broad categories of citation-based bibliometric analysis have emerged, notably journal impact factors and, in response to criticism of journal impact factors, article level metrics. Some indication of the large variety of metrics is supplied by, for example, [Okubo 1997], [Rehn et al 2007] and [Rehn and Kronman 2008].
There are several citation analysis systems available, both freely and on a commercial basis. Free systems include CiteSeer[footnoteRef:7], Google Scholar[footnoteRef:8] and Publish or Perish[footnoteRef:9]. Commercial offerings include THOMSON REUTERS Journal Citation Reports[footnoteRef:10], InCites[footnoteRef:11], Web of Science[footnoteRef:12], and Elsevier’s SciVerse tools[footnoteRef:13], including Scopus[footnoteRef:14]. [7:  http://citeseer.ist.psu.edu/]  [8:  http://scholar.google.com/]  [9:  http://www.harzing.com/pop.htm]  [10:  http://thomsonreuters.com/products_services/science/science_products/a-z/journal_citation_reports/]  [11:  http://researchanalytics.thomsonreuters.com/incites/]  [12:  http://apps.webofknowledge.com/ ]  [13:  http://www.info.sciverse.com/]  [14:  http://www.info.sciverse.com/scopus] 

However, depending on use, bibliographic metrics can be controversial. Eugene Garfield, to whom we can attribute the genesis of modern citation-based bibliometric metrics, notes: 
I first mentioned the idea of an impact factor in 1955. At that time it did not occur to me that it would one day become the subject of widespread controversy. Like nuclear energy, the impact factor has become a mixed blessing. I expected that it would be used constructively while recognizing that in the wrong hands it might be abused.
…
The use of the term "impact factor" has gradually evolved, especially in Europe, to include both journal and author impact. This ambiguity often causes problems. It is one thing to use impact factors to compare journals and quite another to use them to compare authors.
[Garfield 1999]
Much attention has been paid to the shortcomings of journal impact factors, be those problems associated with the reliability of the metrics, or with the use of the metrics, particularly to measure the scholarly impact of individual researchers. Given the importance of metrics measuring scholarly impact, it is worth investigating journal impact factors and the THOMSON REUTERS Journal Impact Factor (JIF) in a little more depth.
Generally, journal impact factors similar to the JIF measure the current years’ citation count for an ‘average’ paper published in the journal during the preceding n years. Normalisation is applied by dividing this count by the number of citable items published in the preceding n years. For the JIF, n is two. See [TR 2012a] for some further discussion of algorithms to derive journal impact factors of this nature.
The JIF [TR 2012a], which is published in Journal Citation Reports [TR 2012b], is widely used but also widely critiqued, for example:
The JIF has achieved a dominant position among metrics of scientific impact for two reasons. First, it is published as part of a well-known, commonly available citation database (Thomson Scientific's JCR). Second, it has a simple and intuitive definition. The JIF is now commonly used to measure the impact of journals and by extension the impact of the articles they have published, and by even further extension the authors of these articles, their departments, their universities and even entire countries. However, the JIF has a number of undesirable properties which have been extensively discussed in the literature [references]. This had led to a situation in which most experts agree that the JIF is a far from perfect measure of scientific impact but it is still generally used because of the lack of accepted alternatives. [Bollen et al 2009]
Criticism of the JIF includes, for example, variation of the impact of individual articles in the same journal (leading to criticism of the use of journal impact factors for individual researcher impact assessment) and documented cases of editors and/or publishers manipulating journal impact factors by insisting that authors reference publications in a journal before acceptance of their papers in that journal. Interested readers are referred, in the first instance, to the overview of criticisms that appears in Wikipedia [2012a]. The shortcomings are also well documented in the literature: for example [Lozano et al 2012] provides a summary of criticism of journal impact factors as a measure of the impact of researchers. 
Measures of the impact of single papers (rather than journal impact factors) are now generally viewed as more indicative of the impact of individual publications. Article Level Metrics (ALM) are being increasingly adopted: for example, The Public Library of Science (PLOS), an influential collection of seven peer-reviewed and web-published Open Access journals, initiated its ALM programme in 2009 [PLOS 2012]. PLOS provides article-level citation data extracted from four third-party citation extraction services (Scopus, Web of Science, PubMed Central, and CrossRef) for each article published in a PLOS journal.
Even despite widespread knowledge of the deficiencies of journal impact factors, the Times Higher Education [Jump 2012] reports what appears to be inappropriate use in the UK earlier this year. According to the report, Queen Mary, University of London  (QMUL) used a journal impact factor, together with research income data, to decide on redundancies. This led to reiteration of criticism of journal impact factors in the context of the redundancies, for example collected at [QMUL UCU 2012] and in the comments to [Gaskell 2012]. In response, University and College Union members planned strike action at the use of “crude measures” in deciding redundancies. Despite the criticism of QMUL, it appeared that the University would institute a “new performance assessment regime for academics across the Faculty of Science and Engineering that is based on similar metrics to the redundancy programme” [Jump 2012].  
However, assessment of individual researcher impact has generally moved on from assessment by journal impact factor of the journals that researchers publish in. 
The h-index [Hirsch 2005] is a very popular metric to assess individual researcher impact. A researcher’s h-index h is the (highest) number of papers that a researcher has written that have each been cited at least h times. Hirsch claims that the index is representative, in one number, of value of a researcher’s contribution, the diversity of that contribution, and how sustained the contribution has been over time.
The h-index is undoubtedly an easy-to-understand metric, but it does hide information. Imagine researcher A has twenty papers each cited at twenty times, and five more papers each cited five times, whereas researcher B has twenty papers cited twenty times, and fifty papers each cited nineteen times. One might think that B has had a greater scholarly impact than A, but if assessed using the h-index alone, each researcher has an equal h-index, of twenty. Other criticisms, including the h-index favouring longer-established researchers with greater publication counts, are usefully summarised in Wikipedia [Wikipedia 2012b]. 
Hirsch [2005] provides some caveats to the use of the h-index. Two of these is are notable in the context of the recommendation at the end of this sub-section:
Obviously, a single number can never give more than a rough approximation to an individual’s multifaceted profile, and many other factors should be considered in combination in evaluating an individual. Furthermore, the fact that there can always be exceptions to rules should be kept in mind, especially in life-changing decisions such as the granting or denying of tenure. [Hirsch 2005].
The g-index [Egghe 2006a] gives a higher weight to highly cited articles, addressing one criticism of the h-index, that it does not take account of highly cited papers well. A researcher’s g-index g is the (highest) number of the researcher’s papers that each received g2 or more citations. Egghe provides an comparison between himself and Small (an important earlier researcher in bibliometrics) where with similar h-indices, the g-index reveals a difference based on more highly cited papers, where Egghe’s 
g-index is 19 and Small’s is 39 [Egghe 2006b] 
Other metrics include the e-index, to compare researchers in different fields with different citation rates, and metrics that account for the age of a paper, in effect giving higher weightings to more recent papers’ citation counts.  Simpler metrics are sometimes used, number of publications, number of citations, average number of publications per year, and average number of citations per year. 
Recent work by Wagner and Leydesdorff [2012] which proposes a new “second generation” Integrated Impact Indicator (I3) that addresses normalisation of citation counts and other common concerns. 
A comprehensive selection of metrics is supplied by Harzing’s Publish or Perish software, and ReaderMeter.org provides statistics built on Open Data supplied by Mendeley via its API[footnoteRef:15] [Henning 2012].  [15:  As a testament to how Open Data about research is being reused widely: “Imagine the rich ecosystem of third-party Facebook and Twitter apps, now emerging in the domain of science. More than 240 applications for research collaboration, measurement, visualization, semantic markup, and discovery – all of which have been developed in the past year – receive a constant flow of data from Mendeley. Today, Mendeley announced that the number of queries to its database (termed “API calls”) from those external applications had surpassed 100 million per month.” [Henning 2012]. This is all the more remarkable, sine the API has only existed for seventeen months.] 

[image: http://farm8.staticflickr.com/7262/7839392988_41a018e7ba_c.jpg]
Figure 6: ReaderMeter.org display 
http://www.flickr.com/photos/mendeley/7839392988/in/set-72157631195319638/
Three international mathematics associations (the International Mathematical Union in cooperation with the International Council on Industrial and Applied Mathematics and the Institute of Mathematical Statistics) provide a report on the use of quantitative assessment of research. In a press release about the report, the associations warn against use of citation-based bibliometrics as the sole indicator of research quality:
The report is written from a mathematical perspective and strongly cautions against the over-reliance on citation statistics such as the impact factor and h-index. These are often promoted because of the belief in their accuracy, objectivity, and simplicity, but these beliefs are unfounded. 
Among the report's key findings:
Statistics are not more accurate when they are improperly used; statistics can mislead when they are misused or misunderstood.
The objectivity of citations is illusory because the meaning of citations is not well-understood. A citation's meaning can be very far from "impact".
While having a single number to judge quality is indeed simple, it can lead to a shallow understanding of something as complicated as research. Numbers are not inherently superior to sound judgments.
The report promotes the sensible use of citation statistics in evaluating research and points out several common misuses. It is written by mathematical scientists about a widespread application of mathematics. While the authors of the report recognize that assessment must be practical and that easily-derived citation statistics will be part of the process, they caution that citations provide only a limited and incomplete view of research quality. Research is too important, they say, to measure its value with only a single coarse tool. [ICIAM 2008]
The view taken here is that while individual article level metrics can provide useful information to researchers and to research management, there are caveats to the use of citation based bibliometric metrics in general: 
Immediacy of results is, in general, not good. Results depend on the publication cycle time, from submission to publication, and on some inevitable delay in uptake of publications as citations.  In a discipline where the time from submission to publication is short, results will be more immediately available. But in disciplines with long publication cycles results will lag.
Some disciplines, notably mathematics and physics, are starting to use publication media other than peer-reviewed journals, the traditional source of citation-based bibliometric data. Particularly, Web-hosted publication mechanisms fall outside the remit of traditional bibliometric analysis and are more amenable to altmetric methods.
Citation analysis is sensitive to the journals and other sources selected for inclusion in the analysis. In amelioration, very large data sets of article-level publication and citation data are available, and should serve for most purposes.
Problems with names and identity are troublesome for citation analysis: 
The academic reward and reputational system, in fact, rests on the postulate that it is always possible to identify and assign the individual intellectual responsibility of a piece of scientific or technical work. [De Bellis 2009]
However there remain considerable difficulties in determining a unique identity for each researcher. There is as yet no common researcher ID in the UK, although the JISC Research Identifiers Task and Finish Group has recently recommended the use of the Open Researcher and Contributor ID (ORCID) initiative [ORHID 2012], based on THOMSON’s ResearcherID, as being most likely to meet UK needs [JISC/TFG undated]. Problems with names and identity are also being addressed outside the UK [Rotenberga and Kushmericka 2011].
Citation analysis falls short of typical managerial concerns and should be used with care: 
Citation analysis is not a substitute or shortcut for critical thinking; it is, instead, a point of departure for those willing to explore the avenues to thorough evaluation... citations tell us nothing about a researcher’s teaching ability, administrative talent, or other non-scholarly contributions. And they do not necessarily reflect the usefulness of research for curing disease, finding new drugs, and so on. [Garfield 1985]
In one approach of interest, the Higher Education Funding Council for England (HEFCE) preferred expert review over bibliometrics in the context of the UK Research Evaluation Framework (REF):
Bibliometrics are not sufficiently robust at this stage to be used formulaically or to replace expert review in the REF. However there is considerable scope for citation information to be used to inform expert review. [HEFCE 2009] 
In summary, there is a very valid and widely held view that conventional citation-based bibliometric metrics are not suitable for use as the sole indicator of impact. 
Thus the key recommendation here is that bibliographic metrics for the assessment of the impact of individual researchers or groups of researchers should not be used in isolation. Instead, a better approach is to use a combination of various kinds of assessment (each of which have advantages and disadvantages) to provide a system of checks and counterbalances.
Such a system might usefully include:

Peer assessment, to describe, contextualise and explain aspects of research and research performance.
Two bibliographic indicators: one to indicate the size of the core productive output and one to indicate its scholarly impact.
Other indicators deemed relevant and useful, for example economic impact or funding performance.
Self assessment, to describe, contextualise and explain aspects of research and research performance.
[bookmark: h.2e3e13227f74][bookmark: _Toc205187955][bookmark: _Toc214869308]Webometrics
The emergence of the World Wide Web has resulted in an analogous field to bibliometrics, but applied to the Web rather than serials per se. First proposed by Almind and Ingwersen [1997] webometrics is 
the study of the quantitative aspects of the construction and use of information resources, structures and technologies on the Web drawing on bibliometric and informetric approaches. [Björneborn and Ingwersen 2004]
The field is also defined by Thelwall [2009] as:
the study of web-based content with primarily quantitative methods for social science research goals using techniques that are not specific to one field of study 
The discussion of webometrics that appears below is largely limited to Internet use and reputation analysis. For other aspects of webometrics please see, for instance, [Thelwall 2010] and [Thelwall 2012]. 
Sampled visits to a site provide an indicative approximation of number of visitors, and are typically generated, on a global scale, using monitoring software that a large number of users install in their browsers.[footnoteRef:16] To illustrate the state of the art, Alexa[footnoteRef:17] provides for no cost rich metrics for the world’s more popular web sites. Table 1 below shows three sites, ordered in decreasing order of popularity and reputation. Here visits to the site are used as a proxy for popularity and counts of links pointing to the site are used as a proxy for reputation[footnoteRef:18]. [16:     This is distinct from use of other web analytics software, for example Google Analytics, which is deployed on a website-by-website basis to record the sources, numbers and basic behaviour of visitors to particular Web sites.]  [17:    http://www.alexa.com/ the self-styled “leading provider of free, global web metrics.”]  [18:    All rankings in table 1 were generated on 1 December 2012.] 


	Organisation
	Organisation type
	URL
	Popularity low => good
	Reputation
high => good

	CERN
	european laboratory
	cern.ch
	20,567
	19,873

	Fraunhofer
	national laboratory
	fraunhofer.de
	23,592
	15,278

	INRIA
	national laboratory
	inria.fr
	34,832
	9,787



Table 1: Popularity (by traffic rank) and reputation (by inbound hyperlink count) for three national and international research laboratories. 
Google Trends, which monitors search term use, provides another form of web analytics. Google Trends’ data has proven useful over a range of topics such as tracking disease [Pelat et al 2009] [Valdivia and Monge-Corella 2010] and economic forecasting [Schmidt and Vosen 2011]. 
There are other, more specialist rankings. For example CrunchBase[footnoteRef:19] tracks technology companies, people and ideas, and illustrates how trend analytics might be used by academia to drive interest and highlight popular recent research.  [19:    http://www.crunchbase.com/ ] 

While metrics for popularity and reputation exist as above, these are not correlated with institutional research capabilities or research reputation, in part because the Web hosts consumer sites as well as research and research-oriented sites. (For example, Facebook is ranked second for traffic by Alexa.)
De Bellis [2009] is clear about this:
Although the reputation and visibility of an academic institution are partially reflected in the ‘situation impact’ of its website, no evidence exists, so far, that link rates might be determined by (or used as an indicator of) research performance. Web visibility and academic performance are, once and for all, different affairs.
Some researchers argue [De Bellis 2009] that general measures may need to be supplemented by more specialised measures, and have developed alternatives. 
One such example, at webometrics.info, is a ranking of world universities supplied by the Cybermetrics Lab, part of the Spanish National Research Council. This presents sophisticated ranking data backed by academic research, for example [Aguillo et al 2008], for over 20,000 institutions in a variety of forms including graphical and aggregated forms suitable for various audiences. Interested readers can peruse the site to see the rankings and associated methodology used to generate the rankings.
Similar services, also from webometrics.info, supply rankings for research centres, open access repositories, business schools, and hospitals. Here, the Ranking Web of Repositories ranks repositories that “have their own web domain or subdomain and include at least peer-reviewed papers to be considered (services that contain only archives, databanks or learning objects are not ranked)” [RWR 2012a]. The metrics used for this purpose are described by Aguillo et al [2010]. 
The site does come with a suitable caveat:
We intend to motivate both institutions and scholars to have a web presence that reflect accurately their activities. If the web performance of an institution is below the expected position according to their academic excellence, institution authorities should reconsider their web policy, promoting substantial increases of the volume and quality of their electronic publications. [RWR 2012b] 
The UK’s top ten UK repositories according to the ranking metrics used by the site are shown in table 2.

 [image: ]

Table 2: Top ten UK open access repositories for scientific papers with world ranking from http://repositories.webometrics.info/en/Europe/United%20Kingdom. Columns on the right are described at http://repositories.webometrics.info/en/Methodology.
[bookmark: h.e22a5b005a5c][bookmark: h.ftz4p0vutwym][bookmark: _Toc214869309][bookmark: _Toc205187956]

Altmetrics
Altmetrics is the creation and study of new metrics based on the Social Web for analyzing, and informing scholarship [Altmetrics 2012].
Altmetrics is generally concerned with a movement away from bibliometrics and scientometrics as the sole (or even the valid) measures of impact of scientific publications. This is entirely congruent with new publication and use opportunities that have been made possible by the Web, and the promulgation and discussion of these resources that has been made possible by the Social Web [Priem et al 2010]. 
In an empirical study Priem et al [2012] examined the sources of altmetric data “in the wild” by gathering altmetric events relating to 21,096 research articles that were published in the seven PLOS journals between 18 August 2003 and 23 December 2010. Figure 7 shows the distribution of approximately 1.8 million altmetric events partitioned according to event types and the article provides further detailed analysis of the dataset. 
Conclusions include that there is no shortage of altmetric data, that the altmetric data and citation data cluster differently, meaning that neither on its own adequately portrays impact, and that there are different “flavours” to use, for example, some articles are heavily read, but not cited much.
[image: ::Documents:_JISC:_CETIS:cetis research:images:plos diagrams on altmetrics.png]
Figure 7: Left:  Proportion of 21,096 research articles (in the seven PLOS journals) with at least one altmetric, by metrics.
Right: Altmetric event frequency in (up to) the five years following publication.
[Priem et al 2012].

The authors point to various limitations, including the challenge of data quality within altmetrics, difficulties in generalising from altmetric results, and the relative ease of gaming altmetrics (although experience suggests that careful data mining may be a solution to the latter).
The authors point to some intriguing possibilities:
In the future, tools like these may allow researchers to keep a “live CV” showing up-to-date indicators of their works’ impact next to each product they have produced. Funding organizations could keep timely portfolios of their grants impact across different populations and communities. Tenure, promotion, and hiring committees could assemble research teams whose members have different sets of “impact specialties,” just as sport managers might assemble teams of players with different physical and mental skill sets. Altmetrics also have great potential for supporting personalized recommender systems; citation-based versions of these have been created before [reference], but suffer from the long lag between an idea’s insemination and citation; altmetrics could solve this problem.
Various altmetrics tools exist, for example, Crowdometer[footnoteRef:20], PaperCritic[footnoteRef:21], PLoS Impact Explorer[footnoteRef:22], ReaderMeter[footnoteRef:23], ScienceCard[footnoteRef:24], and Total-impact[footnoteRef:25].  [20:  http://crowdometer.org/]  [21:  http://www.papercritic.com/]  [22:  http://altmetric.com/interface/plos.html]  [23:  http://readermeter.org/]  [24:  http://sciencecard.org/]  [25:  http://total-impact.org/] 

[bookmark: id.b6b602669e52]In addition, at least two commercial specialists offer altmetric services. Plum Analytics provides research analytic reports, interpretation and consultancy based on metrics that include several altmetrics [Plum 2012]. Altmetric.com computes an altmetric score, and offers open data via an API, an altmetric explorer and a bookmarklet (see figure 8) that displays basic altmetric data [Altmetric.com 2012].
However, because the altmetrics movement and its methods are an extremely recent advance there is generally a lack of objective information about altmetrics:
Despite the growing speculation and early exploratory investigation into the value of altmetrics, there remains little concrete, objective research into the properties of these metrics: their validity, their potential value and flaws, and their relationship to established measures. Nor has there been any large umbrella to bring these multiple approaches together. [Laloup 2011]

[image: ::Desktop:Screen shot 2012-11-26 at 11.52.58.png]
Figure 8: altmetrics.com bookmarklet (upper right) displaying basic altmetric data about an editorial in NATURE MATERIALS including altmetrics.com’s altmetric score (in the circle). 
[NATURE MATERIALS 2012].
PLOS, the collection of seven peer-reviewed and web-delivered Open Access journals mentioned above (in the context of Article Level Metrics), also supplies some altmetrics: blog mentions are tracked using third party blog aggregators, research blogging.org and Nature Blogs. PLOS point out that its altmetrics are not currently comprehensive due to coverage of only part of the blogosphere, and difficulties the third party aggregation services have in identifying references to articles in PLOS journals. PLOS also tracks and publishes statistics as to how many times each article is cited in Wikipedia.
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Figure 9: PLOS altmetrics for the article Eurekometrics: Analysing the Nature of Discovery 
[Arbesman and Christakis 2011], showing a pop-up with more detailed Facebook mentions.
It seems likely that altmetrics will likely yield major new measures of impact that are concerned with the ‘buzz’ around recently published work, rather than the work’s more formal use as a citation in a later papers. 
[bookmark: _Toc214869310][bookmark: _Toc215982435]Analysis of use data
Information about the use of resources provides a proxy for interest in resources and their content. 
Data about the use of resources (use data) can be collected from a variety of online services and connected physical devices. Common examples of use data include data that records web page accesses, views and downloads of documents including, importantly, accesses or downloads of journal articles. 
There are a variety of applications for use data in analytics, including in the areas of altmetric webometrics (see section 4.1 above).
There are a variety of names for use data including activity data, attention data, and the data exhaust (that records user activity). Sources include click streams, log files, records of accesses and downloads, and records from physical devices.

PLOS, the collection of seven peer-reviewed and web-delivered Open Access journals mentioned above (in relation to both Article Level Metrics and altmetrics), tracks use and publishes aggregated use statistics. Article views for HTML, PDF and XML format articles are published in graphical format as an aggregate metric and as month-by-month totals. PLOS also retrieves and publishes similar usage data from PubMed Central. Currently PLOS provides some caveats in relation to interpreting its article level usage data.
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Figure 10: PLOS use data for the article Eurekometrics: Analysing the Nature of Discovery 
[Arbesman and Christakis 2011].
In the last few years activity data has risen to prominence in UK HE. Kay and van Harmelen [2012] describe advantages in using HE activity data:
The HE sector is potentially in an advantageous position. A number of systems and services collect activity data, ranging from the VLE and the library to help desks and security. However, to make sense of human activity, context is king. Thanks to detailed knowledge of each user’s context held in such as registration and learning systems (for example, level of study, course or specialism, course module choices and even performance), institutions have a powerful basis to segment, analyse and exploit low level human activity data. Consequently, activity data can enable an institution or a service to understand and support users more effectively and to manage resources more efficiently.
Various application areas for the analytic treatment of activity data are being exploited within HE. One application area, concerned with student retention and success, falls outside the remit of this paper.[footnoteRef:26] A second area is the use of analytics to enhance experience, notably the learner experience, and to some extent also the researcher experience. An example is the use of recommendation techniques for library resources to create recommendations for researchers; see, for example, [Manista 2012][footnoteRef:27] A second area, resource management, is very much applicable to research; a stand out application is management of journal subscriptions. [26:  Interested readers are referred to [van Harmelen and Workman 2012] in this series.]  [27:  However, this is only one way of deriving recommendations, others might be on the basis of social network analysis, or by use of citation patterns.] 

To illustrate use of activity data we describe some recent JISC projects: 
RISE is an experimental recommendation system implemented at the Open University. RISE uses data about the activities of library users and the courses they are on to provide recommendations to users who are using the Open University’s Library’s search facilities. Three kinds of recommendations are offered:
Search related: “People using similar search terms often viewed”
Relationship based: “These resources may be related to others you viewed recently” “People who looked at this resource also looked at…”
Course based: “People on your course(s) viewed…”
In a survey 61% of users rated RISE’s recommendations as “very useful” or “quite useful”, and on a separate question 50% of users rated the recommendations as “very relevant” or “quite relevant” [RISE 2011].
The Copac Activity Data Project (CopacAD) [COPAC 2012] has been undertaken by the team responsible for Copac, a union catalogue funded by JISC that aggregates UK HE library catalogues. With its work on CopacAD, the Copac team aims to (i) further understanding of the potential of aggregating and sharing library circulation data to support recommender functionality at local and national levels, and to (ii) scope the feasibility of a shared national service to support circulation data aggregation, normalisation and distribution via an open API. The project is an extension of the Surfacing the Academic Long Tail (SALT) project, which focussed on how recommender systems can help to expose the long tail of underutilised but useful items for the humanities. SALT utilised ten years' circulation data from the University of Manchester and, from analysis of this data, provided recommendations through an experimental user interface to Copac and via an API [COPAC 2011]. During the past year (2012) a follow-up project, CopacAD, has added circulation data from the Universities of Huddersfield, Cambridge, Sussex and Lincoln, and updated the API.[footnoteRef:28] JISC is now exploring how to take this work forward more formally as a service. [28:  Updated API at http://vm-salt.mimas.ac.uk/copacAD/getSuggestions.api] 

The Open University project UCAID [d'Aquin et al 2011] addresses the problem of obtaining user data that meaningfully captures and represents user activity across a number of web sites. One could imagine application of UCAID’s techniques in the research domain; generating exploitable use data to assist researchers who use multiple Web sites for related purposes.  UCAID uses semantic techniques to aggregate, integrate and analyse these sources of activity data and might appear here under semantic methods (section 4.4). However, because of its close relationship to the sources of use data, UCAID appears in this section. 
JISC Collections’ KnowledgeBase+ (KB+) falls in the resource management class of activity data applications. KB+ is directed at ensuring improvements in the supply of information to the research community through its journal management facilities. KB+ will utilise journal usage statistics (aggregated activity data) provided by another JISC Collections’ service, JUSP. JUSP is particularly concerned with the aggregation of journal usage statistics from publisher web sites. 
Significant use data projects exist outside the JISC ecosystem. Two are mentioned here.
Metridoc [Zucca 2012a, 2012b], from the University of Pennsylvania, is an extensible framework that supports assessment and analytics in the context of higher education library management. Metridoc provides business intelligence to give library managers greater insight into use and effectiveness of their services. Metridoc collects use (and other) data from heterogeneous library and institutional sources including data on research consultation and library instruction, gate counts, discovery tool use, counter statistics, resource sharing data, and accounting data. Metridoc provides advances in the aggregation, normalisation, unification, visualisation and exploitation of these data for library oversight and management purposes.
There is also a focus on much larger data sets of usage information, as, for example, by MESUR  which studies science through the medium of large-scale usage and citation data. The MESUR database contains over 1B article-level use events during 2002-2007. MESUR [2012] states:
The collected use data spans more than 100,000 serials (including newspapers, magazines, etc.) and is related to journal citation data that spans more than 100,000 serials (including scientific journals) and nearly 10 years (1996-2006). In addition we have obtained significant publisher-provided COUNTER usage reports that span nearly 2,000 institutions worldwide.
[bookmark: _Toc214869311][bookmark: _Toc215982436]Social network analysis
We turn now to techniques that focus on the shape and influence of research communities on the Web, and discuss social network analysis (SNA) as an illustrative technique.   
Like bibliometrics, SNA is concerned with network analysis, but this time analysis of networks of people and/or institutions, rather than networks of citations. While SNA techniques predate the Web, they are a natural fit to analyse the interconnections between researchers who establish connections in online social networks. As such, SNA can properly be considered a technique in the general area of webometrics.
Again a pithy and general definition is hard to find – see for example [Scott 1987], a standard text in the area, or [Gretzel 2001] for definitions – but it is reasonable to state that SNA seeks to identify patterns and strengths of relations, connections or interactions between actors, where the actors may be individuals or institutions. 
One might assume, given the rise of online social networks of researchers, widespread application of SNA techniques to analyse connections between researchers. However, the author has failed to find significant application of SNA techniques in the analysis of the online networks of researchers. This is to be expected, online networks tend to keep their social graphs (of who is connected to whom) private.
However, there is some readily apparent work that leads one author (De Bellis) to believe in promise for network analysis and SNA techniques. These
have been promisingly applied in a series of case studies dealing with topics as diverse as e-commerce; social movements; and interpersonal, interorganisational, and international communication, altogether confirming the feasibility of web sociometric mining                                                                                                  [De Bellis 2009]
Other analysis of networks might be properly termed webometrics: for example, a rich body of literature exists which applies classic network analysis to the hypertextual structure of the web, see [De Bellis 2009, ch8]. To take an example, Ortega and Aguillo [2009] use social network analysis techniques to visualise the relationships between 1,000 institutions, leading to some of the information appearing at webometrics.info, discussed in section 3.2. 
Looking forward, Big Data technology [McKinsey 2011] promises to allow similar analytics to be run frequently, allowing the academic ecosystem to be explored visually to discover emergent trends.
Flink [Mika 2005], also discussed under semantic methods, extracts network information on linkages between semantic web researchers from their Friend of A Friend (FOAF) profiles and other sources (for example bibliographic citation data), and displays these in various ways (see figure 11).
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Figure 11: Left and center, depiction of links between semantic web researchers. Right, calculation of simple network statistics from the network [Mika, 2005].
Some work is concerned with classical application of SNA-based sociological techniques to the research and innovation domains. For example: Coulon [2005] summarises work on the application of SNA techniques to innovation. Pham et al [2011] apply SNA techniques based on citations to the development of sub-disciplines in computer science. 
Other work is ‘bubbling under’, and points to application in the research domain: For example: Rosen et al [2011] inter alia provide an overview of SNA analyses of political blogs and bloggers, readily extensible to the research blogosphere. Nair and Dua [2011] propose a novel technique for the identification of communities from tagging behaviour in online social networks. Stieglitz and Dang-Xuan [2012] propose a methodological framework for the analysis of social media (including Twitter, blogs, and public Facebook content) that is applicable, in line with Stieglitz and Dang-Xuan’s interests, to political content.
Given these advances, it is worth a detour to examine how researchers are using social media and the growth of online social networks of researchers.
[bookmark: h.c86476e2a139]Particularly we are interested in online social networks created using the faculties of social networking sites that are; Web-based services that allow individuals to construct a user profile and form links with other users. 
Though specialist online social networks for academia are relatively new [Bullinger 2010], use is growing, according to The Economist, mostly amongst researchers in their 20s [Economist 2012]. 
A more nuanced view of young researchers’ attitudes to online social networks is provided by JISC and the British Library’s Researchers of Tomorrow project. This reports that:
Take-up of most institutionally-provided and open Web technology tools and applications is low among doctoral students overall.
Generation Y doctoral students are more likely than older doctoral students to use technology to assist them in their research.
Generation Y doctoral students tend to use technology applications and social media in their research if they augment, and can be easily absorbed into, existing work practices.
Levels of use of social media and other applications helpful in retrieving and managing research information are steadily rising among Generation Y doctoral students, but those applications most useful for collaboration and scholarly communications remain among the least used.
Fellow students and peers are the major influence on whether or not Generation Y doctoral students decide to use a technology application and are their main source of hands-on help.
[JISC/BL 2012] 
The general view of online social networks for older researchers is that adoption is limited. However, given numbers of enrolments in leading research-oriented online social networks and the advantages offered by, for example, sharing journal article information (down to abstract but not full-text level) within those networks, some doubt must be associated with that statement. For example, the social networks that focus specifically on researchers include the following: 
Academia.edu[footnoteRef:29] is a representative research directory, hosting over 1.5 million public profiles created by researchers and offering sophisticated search.  [29:  http://www.academia.edu/] 

Mendeley[footnoteRef:30], with over 1.9 million members, is a representative research information management site,  [30:  http://www.mendeley.com/] 

ResearchGATE[footnoteRef:31] is a research awareness example with over 1.7 million members, allowing current interests to be tracked and communicated through a profile. [31:  http://www.researchgate.net/] 

The terms research directory, research information management site and research awareness site are defined in [Bullinger et al 2010], which provides a taxonomy of online social networks for research.
Mendeley typifies a site which offers diverse advantages to researchers, not only can researchers store and share papers, but Mendeley contains an extremely large corpus of information about journal articles: Mendeley’s users have collaboratively created, in three years, “a shared database containing [information about] 65 million unique documents and covering – according to recent studies – 97.2% to 99.5% of all research articles published” [Henning 2012]. This searchable database is extremely good; at times during the writing of this paper it served better than Google, Google Scholar and Microsoft Academic Search (the latter the ‘poor’ relative, due to its search speed).
More examples of online social networks for researchers appear in [Bittner and Müller 2011]. Schleyer et al [2012] lists university-based systems including VIVO (University of Florida), Catalyst Profiles (Harvard), and Loki (University of Iowa), and a variety of commercial products including cos[footnoteRef:32], Index Copernicus Scientists[footnoteRef:33], Research Crossroads[footnoteRef:34], BiomedExperts[footnoteRef:35] and Epernicus[footnoteRef:36].  [32:  http://www.cos.com]  [33:  http://scientists.indexcopernicus.com/]  [34:  http://www.researchcrossroads.com/]  [35:  http://www.biomedexperts.com/]  [36:  http://www.epernicus.com] 

With the rise of Web 2.0, a further rich ecosystem of independent social networks has been adopted by researchers, sometimes with institutional encouragement: for example, the LSE Public Policy Group encourages academic use of Twitter  [Mollet and Moran 2011]  [Mollett et al 2011]. 
Other systems exploit citations and author information to create exploitable network data, for example, Social Science Research Network[footnoteRef:37] allows the public to browse from a paper to related papers. [37:  http://papers.ssrn.com/] 

In summary, online social networks offer novel sources and types of data as well as posing new challenges in exploiting that data. This evolving landscape suggests that analytics will also need to evolve, and that there may be challenges to researchers and organisations in exploiting that information.
[bookmark: h.e54eb18f5088][bookmark: h.3d1f2cab1e09][bookmark: _Toc205187957][bookmark: _Toc214869312][bookmark: _Toc215982437]Semantic methods
Of the methods discussed in this paper, semantic methods are the least utilised, but show great promise for the study of research and management of knowledge. The advantages of being able to categorise research are manifold, not least to categorise existing research, discern trends in research, manage and exploit knowledge and allocate resources adequately, particularly in response to changing directions in research. 
It is postulated by this author that adequate and evolvable categorisations are a necessary feature for the longer-term development of analytics for research and research management. In this context, the following is particularly apt:
… no clear alternative socio-cognitive structure has yet replaced the “old” disciplinary classification. In this fluid context, in which social structure often no longer matches with the dominant cognitive classification in terms of disciplines, it has become increasingly necessary for institutions to understand and make strategic choices about their positions and directions in moving cognitive spaces. [Rafols et al 2010]
[bookmark: id.981b092cd915][bookmark: h.14177f46eaef][bookmark: h.0c5822cd2fc2]While prior work in discovering the structure of science and the humanities (as discussed above) is acknowledged, one might look largely to semantic technologies as being able to make the necessary advances in this area. When looking to apply quantitative evidence about research, semantic meaning is crucial. Individuals and organisations looking to use analytic data about research are likely to face similar issues. 
Flink [Mika 2005], mentioned above in section 3.3, illustrates the potential for improved understanding when analytics are combined with semantic web technology. Flink builds striking visuals about the shape of the research community and the position of researchers within it, and the relationships between topics studied by that community from public data already available on the web. The promise of big data processing is that visualisations of this sort be generated routinely over time and would be available to inform researchers and decision makers.
[bookmark: h.7919b9123906][bookmark: _Toc205187958]Flink employs semantic technology for reasoning with personal information extracted from a number of electronic information sources including web pages, emails, publication archives and FOAF profiles. The acquired knowledge is used for the purposes of social network analysis and for generating a web-based presentation of the community. We demonstrate our novel method to social science based on electronic data using the example of the Semantic Web research community.  [Mika 2005]
There is progress with ontological descriptions of domains in science and technology, currently driven by e-Science applications. However, the use of ontologies in the generation of knowledge may perhaps be taken further. Thus, three examples illustrate the state of the art and possible progressions:

Ontologies may be applied in easing the production of scientific information. Fox et al [2009] describe how anthologies are used to describe equipment, observations and phenomena in order to ease the production of observational artefacts within a virtual solar-terrestrial observatory. This is fairly traditional e-Science where knowledge, captured in ontologies is used to help the production of new knowledge. Fox et al suggest that their techniques are replicable and cite evidence from other data-intensive fields (vulcanology, tectonics) to support this conclusion.
Brodaric and Gahegan [2010] suggest that ontologies which describe theories, hypotheses and models may be used to help test these scientific artefacts. This approach is known as semantic science: “Such direct scientist interaction with the ontology-enabled knowledge, i.e. ‘in-silico’ semantic science, should then help revitalize online scientific methodology by helping generate richer insights, and improving our ability to repeat, report, and validate scientific findings.” 
Poole et al [2009] also explore semantic science, citing their own work in modelling and representations of geology, by suggesting that ontologies can be used to make probabilistic predictions that can then be tested, for example, as to the location of minerals.
Three commercially available analytic solutions that might be applicable to research and research management are discussed next. They appear in this section because they use semantic methods that work on large bodies of text and various other kinds of unstructured and structured data, up to data warehouse scale.[footnoteRef:38] [38:  However, they could also be used as examples in the section on Social Network Analysis.] 

Semantica [Semantic Research 2012], largely a tool for government intelligence agencies, explores networks of information extracted from raw data, automatically extracting networks of entities that represent people, places, things, events and ideas, combining data from different input sources to create holistic views of the entities. Relationships analytics focuses on the nature and type of the relationship connecting entities as an aid to understanding the network and discovering new relationships. Extensible ontologies are used to typify entity and relationship types. 
Directed at the intelligence and enterprise communities, Synthesys [Digital Reasoning 2012a] is directed at automatic analysis of large volumes of textual data using text recognition and entity classification techniques. Using an Oracle big data appliance, benchmarks show Synthesys can process 1M documents in 24 hours and 233M in 300 hours [Oracle 2012]. This kind of ability leads to interesting applications; one is the construction of dynamic social networks of influence from blog posts. [Digital Reasoning 2011] shows the results of analysis of 16M posts posted in 6M blogs. 
Recently the above two tools have been integrated with each other [Arnold 2012]. Technical details appear in [Digital Reasoning 2012b]. Synthesys has also been integrated [Digital Reasoning 2012c] with Tableau Desktop [Tableau Software 2012], a very dynamic and visually-oriented business intelligence tool that uses a desktop direct-manipulation metaphor in the analysis and display of data sources that include data warehouses, databases, files and spreadsheets. [Danielson 2012] and [Nelson 2012] respectively show intelligence and financial data based demonstrations of these integrated systems.
[bookmark: h.3ab6323e05ab][bookmark: h.721546a8e040][bookmark: h.307e39a7b824][bookmark: internal-source-marker_0.740980908315921][bookmark: _Toc205187974][bookmark: _Toc213993221]While the direction for adoption is not specifically in the areas of analytics for research or research management, examining the videos cited above – [Danielson 2012] [Digital Reasoning 2011] and [Nelson 2012][footnoteRef:39] – gives rise to evocative and intriguing thoughts for the deployment of these kinds of tools in the analysis of research and the enactment of research management.  [39:  Respectively, http://tinyurl.com/analysisvid1, http://tinyurl.com/analytisvid2, and http://tinyurl.com/analysisvid3] 

[bookmark: _Toc214869313]


[bookmark: _Toc215982438][bookmark: id.b7c278529738]Observations and conclusions

The use of analytics to understand research is an area fraught with difficulties that include questions about the adequacy of proxies, validity of statistical methods, understanding of indicators and metrics obtained by analytics, and the practical use of those indicators and metrics in helping to plan, develop, support, enact, assess and manage research.
However, in an uncertain landscape the drive to understand is often paramount: when questions of funding arise the impetus to assess research is, for a variety of social, economic and organisational reasons, unavoidable. In such a situation, while reduction of research to ‘easily understandable’ numbers is attractive, there is a danger of over-reliance on analytic results without seeing the larger picture. 
The rational consensus is that numeric bibliometrics should not be used in isolation, and one might usefully suggest that all metrics should not be used in isolation. Understanding the context of research is key to an informed interpretation of numeric data. This is particularly important for bibliometric measures of scholarly impact, the most commonly-used indicators of the impact of research.
New forms of analytics are in development and use. These include research overlay maps, varying forms of altmetrics, semantic analysis and social network analysis. These offer to broaden the application of analytics by enabling new kinds of applications, for example understanding the relationship between areas of research, or applying semantic knowledge management techniques.
[bookmark: h.b11fc04dfa4c][bookmark: h.ed95364ba84f]The view here is that a use of analytics to understand research is, despite the impediments mentioned above, a given part of contemporaneous research, both at a researcher and institutional level, and as an activity within the larger research system. Given the fundamental importance of assessment of research and the role that analytics may play, it is of paramount importance to construct assessment frameworks in institutions and beyond that use analytics appropriately. Adoption of research reputation management and enhancement practices may become a major activity in the UK research landscape.
The key risks involved in the use of analytics to understand research include:
Use of bibliometric indicators as the sole measure of research impact or over-reliance on metrics without any understanding of the context and nature of the research.
[bookmark: id.fb0b2d39d173]Lack of understanding of analytics and advantages and disadvantages of different indicators on the part of users of those indicators. Managers and decision makers may lack the background needed to interpret existing analytics sensitively.
[bookmark: id.203d98894ae9][bookmark: h.cc3fc57efc00]In respect to a move towards target-based management empowered by advances in analytics, the suitability of target-based assessment based on analytics is unproven. A wider assessment approach was tentatively recommended above (in most detail on page 29).
Developing usable analytics solutions for research and research management is a hard problem. 
CRIS vendors may lack the skills required to implement rich, high quality analytics. 
[bookmark: h.41106e49d470][bookmark: _Toc205187976][bookmark: _Toc213993223][bookmark: _Toc214869315]There is a danger of one or a few vendors supplying systems that impose a particular view of analytics on research management data.
[bookmark: id.9b78735a21ac][bookmark: h.b83c903bd93c]Bearing in mind the reservations and risks identified above, key opportunities are that:
[bookmark: id.e5e27c51629d]Access to high-quality timely analytics may enable professionals to gauge their short-term performance, and use experimentation to discover new and novel ways to boost their impact.
Progress is being made in respect of Current Research Information Systems, their use of CERIF and improvements to the CERIF standard. These will inevitably bring an increased focus on the use of analytics in research management in UK universities. 
Adoption of CERIF-based CRIS across UK HE institutions and research institutes, with automatic retrieval of public data by UK Research Councils may help motivate increases in public funding of scientific and other scholarly activity; vitally important to the UK economy and national economic growth.
Training as to the advantages, limitations and applicability of analytics may assist in the effective use of analytics its lay users, including researchers, research managers, and those responsible for policy and direction in institutions and beyond.
Finally, there are also key opportunities that are related to technical advances:
Although not considered here beyond brief mention (on page 26), Open Data offers exciting opportunities for new and widespread analytic exploitation of research data.
The use of semantic methods is likely to provide domain descriptions that can be leveraged by tools that assist researchers in knowledge management and discovery activities.
Big data techniques may become widely employed, particularly so in response to large research data sets being published on the web.
[bookmark: h.2c661332d360]Analytics empowered sociology of science and science of science policy, and analytics applied to the understanding of the structure of research domains may increasingly bring advances in a variety of areas that include identification of new trends in research, further enabling opportunities for research co-operation, support for the research process, and other activities in the research ecosystem. 
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